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The Ichimura-Austern-Vincent (IAV) model provides a powerful theoretical framework for describing inclu-
sive breakup reactions. However, its post-form representation presents significant numerical challenges due to
the absence of a natural cutoff in the transition matrix integration. This work presents a systematic assessment
of convergence methods for post-form IAV calculations, comparing the bin method and the Vincent-Fortune
approach. I demonstrate that while the bin method offers implementation simplicity, it exhibits strong parameter
dependence that compromises numerical stability. In contrast, the Vincent-Fortune method, which employs
complex contour integration, achieves reliable convergence without arbitrary parameters. I further introduce
a novel hybrid approach that integrates finite-range distorted wave Born approximation (DWBA) with the
Vincent-Fortune technique, combining the accuracy of finite-range treatment at short distances with the nu-
merical stability of zero-range approximations in the asymptotic region. Numerical results for deuteron and
6Li-induced reactions confirm the efficacy of this hybrid method, achieving reliable outcomes while resolving the
convergence problems associated with the bin approach. This advancement enables more reliable calculations
of nonelastic breakup cross sections and facilitates the extension of the IAV formalism beyond DWBA to
incorporate continuum-discretized coupled-channels wave functions for a more comprehensive treatment of
breakup processes.
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I. INTRODUCTION

In nuclear physics, the breakup process is a fundamental
phenomenon wherein a projectile nucleus disintegrates into
smaller fragments upon colliding with a target nucleus. This
process is essential for probing nuclear structure, yielding
critical insights into properties such as separation energies,
angular momenta, parities, and electric responses to the con-
tinuum [1–6]. Beyond structural exploration, breakup studies
illuminate the reaction mechanisms governing weakly bound
systems, facilitate the calculation of incomplete fusion cross
sections, enable the determination of neutron-induced cross
sections for short-lived nuclei through surrogate reactions, and
enhance our understanding of nuclear astrophysics and the
synthesis of heavy isotopes [7–11].

For two-body projectiles, the breakup reaction is typically
denoted as a + A → b + x + A, where the projectile a com-
prises fragments b and x. When all three outgoing particles,
b, x, and the target A, are detected in a well-defined final
state, the reaction is classified as exclusive. Such reactions
can be modeled as an effective three-body scattering problem
using a suitable interaction potential. A rigorous theoretical
approach to this problem is provided by the Faddeev equa-
tions [12–15], which can also incorporate excitations of the
target or core. However, the computational complexity of
solving these equations restricts their use to specific cases.
As a result, more practical methods, such as the continuum-
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discretized coupled-channels (CDCC) method [16,17] and the
distorted wave Born approximation (DWBA) [18,19], have
gained widespread adoption due to their balance of accuracy
and feasibility.

In contrast, inclusive reactions occur when the final state
is not fully specified. For example, in a reaction of the form
A(a, bX ), only one constituent of the projectile, say b, is ob-
served, while X represents the unobserved particles, rendering
the reaction inclusive with respect to those components. The
simplest contribution to the inclusive cross section is elastic
breakup (EBU), where all three outgoing particles remain in
their ground states. However, more complex processes can
also contribute, including breakup with excitation of x or
A, particle transfer between x and A, or incomplete fusion,
where x fuses with A. These additional processes collectively
constitute nonelastic breakup (NEB).

Given the multitude of possible final states, explicitly com-
puting the NEB contribution by summing over all processes is
generally impractical. To address this, several research groups
in the 1980s developed closed-form expressions that leverage
the completeness of the x + A states to formally sum over
final states [20–22]. Among these, the model proposed by
Ichimura, Austern, and Vincent (IAV) has attracted significant
interest in recent years. Multiple groups have revisited and
implemented the IAV model, demonstrating promising agree-
ment with experimental data, a distinction not consistently
achieved by competing approaches [23–30].

The original IAV model employs closed-form expressions
with post-form interactions. However, a notable limitation of
this representation is the absence of a natural cutoff in the
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integration of the transition matrix, leading to nonconverging
numerical results due to long-range effects. To mitigate this,
Huby and Mines introduced a convergence factor, e−αr [31],
while Thompson proposed the bin method [32]. Both tech-
niques, however, are highly sensitive to parameter choices,
complicating efforts to achieve consistent convergence. Al-
ternatively, Vincent and Fortune employed integration in the
complex plane [33], though this method is limited to the
zero-range approximation with finite-range corrections. Con-
sequently, practical applications of the IAV model often rely
on its equivalent prior form. While the prior form performs ad-
equately within the DWBA framework, it proves insufficient
for capturing higher-order effects, such as those in Austern’s
model using the three-body CDCC wave function, which I
have recently implemented numerically with Moro [34,35],
necessitating a return to the post-form.

In my previous work, we utilized the bin method to
manage the post-form representation with both CDCC and
DWBA wave functions [11,26,27,29,34,35]. However, the re-
sults were sensitive to the choice of matching radius and bin
size, and convergence was not consistently achieved across all
parameter values. To address these convergence challenges,
this paper proposes a detailed comparison between the bin
method and the Vincent-Fortune method. Furthermore, I intro-
duce a novel approach that integrates the finite-range DWBA
with the Vincent-Fortune method, aiming to enhance conver-
gence and improve the reliability of practical calculations.
This study seeks to refine the computational framework for
breakup reactions, advancing both theoretical understanding
and experimental validation in nuclear physics.

The paper is organized as follows. In Sec. II, I present
the theoretical framework of the IAV model, focusing on
the formulation of nonelastic breakup reactions and the
challenges associated with the post-form representation. Sec-
tion III introduces the convergence methods investigated in
this work, including a detailed exposition of the novel hy-
brid approach that combines finite-range DWBA with the
Vincent-Fortune technique. In Sec. IV, I present numerical
applications to deuteron and 6Li-induced reactions, system-
atically comparing the performance of the bin method and
the Vincent-Fortune method. Section V offers a critical dis-
cussion of the strengths and limitations of each method, with
particular emphasis on their applicability to more complex
systems involving CDCC wave functions. Finally, Sec. VI
summarizes the findings and outlines directions for future
research.

II. THEORETICAL FRAMEWORK

The process under study involves a projectile labeled a,
which has a two-body structure denoted as a = b + x. This
projectile collides with a target nucleus A, leading to the
emission of a fragment b. In this reaction, b acts as a spectator,
while x is the participant interacting with A. The process can
be represented as

a(= b + x) + A → b + B∗,

where B∗ denotes any resulting state of the x + A system.

Applying energy conservation in Jacobi coordinates, one
obtains

Ebx + Ea = Eb + Ex,

where Ebx is the relative energy of the b + x pair, Ex is the
relative energy of the x + A pair, Ea is the relative energy of
a with respect to A, and Eb is the relative energy of b with
respect to the x + A system. The corresponding wave numbers
for Ea, Eb, and Ex are denoted ka, kb, and kx, respectively.

The interaction between x and A encompasses both elas-
tic scattering and nonelastic reactions. The elastic scattering
is termed EBU, while the nonelastic processes, collectively
referred to as NEB, include inelastic scattering of x + A, nu-
cleon exchange between x and A, fusion, and transfer to bound
states of B.

In the three-body model proposed by IAV, the differential
cross section for the NEB inclusive process is given by the
closed-form expression

d2σ

dEb d�b

∣∣∣∣
NEB

= − 2

h̄va
ρb(Eb)〈ϕx(kb)|Im[UxA]|ϕx(kb)〉, (1)

where ρb(Eb) is the density of states of particle b, va is the
velocity of the incoming projectile a, ϕx(kb, rxA) is the relative
wave function describing the motion between x and A when b
is scattered with momentum kb, and UxA is the effective optical
potential between x and A. The wave function ϕx(kb, rx ) is
determined by

ϕx(kb, rx ) =
∫ Rmax

0
Gx(rx, r′

x )〈r′
x|ρ〉 dr′

x, (2)

where the source term is

〈rx|ρ〉 = 〈rxχ
(−)
b (kb)|Vpost|�3b(+)〉. (3)

Here, Gx is the Green’s function incorporating the optical
potential UxA, χ

(−)∗
b (kb, rb) is the distorted wave describing

the relative motion of b with respect to the B∗ system (ob-
tained using an optical potential UbB), and �3b(+) is the exact
three-body scattering wave function. The post-form transition
operator is defined as Vpost = Vbx + UbA − UbB, where Vbx is
the binding potential of the b + x projectile, and UbA is the
optical potential for the relative scattering of b and A. In the
asymptotic limit, the wave function ϕx(kb, rx ) takes the form

ϕx(kb, rx ) −→
rx→∞ f (k̂b, r̂x )

eikxrx

rx
, (4)

where f (k̂b, r̂x ) is the scattering amplitude, which can be used
to compute the EBU cross section, as detailed in Ref. [26].

In the three-body model, the exact three-body wave func-
tion �3b(+) is often approximated using the DWBA, expressed
as �DWBA(+) = χ (+)

a φa, where χ (+)
a describes the elastic scat-

tering of a + A, and φa is the bound-state wave function of
the projectile a. Although the original IAV model employed
the DWBA framework [20], Austern et al.[17] extended it by
incorporating the CDCC method, which includes continuum
states of the b + x system. For simplicity, this paper focuses
on the DWBA form, which has been shown to be a reliable
approximation of the CDCC wave function [11,34,35].
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In configuration space, evaluating Eq. (2) poses numeri-
cal challenges, often leading to divergence. This issue arises
because Vbx, the dominant component of Vpost, shares the
same spatial coordinate as φa, resulting in an unbounded rx

integration without a natural cutoff. To address this, Huby and
Mines [31] and Vincent [36] introduced a convergence factor,
redefining the source term as

〈rx|ρ〉 ≡ lim
α→0+

〈rx|e−αrx ρ〉. (5)

The damping factor e−αrx ensures numerical stability. In
principle, converged results are obtained by computing
〈rx|e−αrx ρ〉 for various α values and extrapolating to the limit
α → 0+. In practice, however, a small fixed α is typically cho-
sen, making the numerical results sensitive to this parameter.

Another possible solution to this convergence problem is
the bin method proposed by Thompson [32], which rewrites
the source term as

〈rx|ρ〉 ≈ 〈χ (−)
b (kb)

∣∣χbin
b (k̄b)

〉〈
rxχ

bin
b (k̄b)

∣∣Vpost|�3b(+)〉, (6)

with

〈
χbin

b (k̄b)
∣∣rb〉 =

√
2

π (kn+1 − kn)

∫ kn+1

kn

〈χ (−)
b (kb)|rb〉 dkb.

(7)

Since the bin wave function χbin
b (k̄b) is square integrable, it

resolves the convergence problem in Eq. (2). However, the
starting point of Eq. (6) involves inserting a complete basis of
bin states and assuming this basis approximates the unit oper-
ator. With energy conservation, only the bin state covering the
scattering state χ

(−)
b (kb) remains. Thus, the numerical results

strongly depend on the bin size �k = kn+1 − kn. When the
bin size is too small, a large integration interval is required
to achieve convergence. Conversely, if the bin size is too
large, the assumption that the basis of bin states equals the
unit operator may not hold, potentially leading to misleading
results. Therefore, achieving convergence requires extensive
parameter tuning, balancing the matching radius and bin size.

Vincent and Fortune [33] introduce a distinct approach to
transform the problematic real-axis integral into a more man-
ageable form by employing contour integration in the complex
radius plane. To achieve this, they divide the integration range
into two regions: an inner region, where the integration can
be evaluated numerically using standard methods, and an
outer region, where the results are obtained through complex
contour integration. Unlike the scaling factor method or the
bin method, the Vincent-Fortune method is parameter free,
meaning its numerical results should not depend on arbitrar-
ily chosen parameters. However, it requires special treatment
of the outer region, where the scattering wave function is
expressed in terms of outgoing (H+) and incoming (H−)
Hankel functions. Consequently, the Vincent-Fortune method
is currently limited to the zero-range approximation with
finite-range corrections. Extending it to the finite-range form
necessitates a coordinate transformation from incoming to
outgoing Jacobi coordinates, which significantly complicates
the handling of Hankel functions across different Jacobi coor-
dinate systems.

III. CONVERGENCE METHOD

In this paper, I present a novel method for computing the
relative wave function ϕx(kb, rx ) in Eq. (2), building upon
the Vincent-Fortune approach. The reaction that is being
studied here occurs in a regime where short-range nuclear
forces dominate, typically acting over distances of just a few
femtometers. These forces bind the projectile a = b + x, and
the zero-range approximation simplifies this interaction by
treating the potential Vbx as a delta function, meaning b and
x only interact when they are at the same point in space.
While this assumption is a simplification, it becomes increas-
ingly reasonable at large radial distances (rx → ∞), where
the finite-range DWBA source term 〈rx|ρ〉, which captures the
extended spatial structure of the b + x system, approaches the
simpler zero-range form. This behavior aligns with the asymp-
totic limit of the wave function, where ϕx(kb, rx ) ∝ eikxrx /rx,
reflecting the outgoing scattering of x relative to A.

Inspired by this observation, the proposed method splits
the computation of ϕx(kb, rx ) into two regions, leveraging
the strengths of both finite-range and zero-range descriptions.
Specifically, I express the wave function as

ϕx(kb, rx ) ≈
∫ R

0
Gx(rx, r′

x )〈r′
x|ρexact〉 dr′

x

+
∫ ∞

R
Gx(rx, r′

x )〈r′
x|ρzero〉 dr′

x, (8)

where Gx(rx, r′
x ) is the Green’s function incorporating the

optical potential UxA, 〈r′
x|ρexact〉 is the full finite-range DWBA

source term, and 〈r′
x|ρzero〉 is its zero-range counterpart. The

boundary R separates the inner region (from zero to R), where
nuclear interactions are strong and the finite-range term is
essential, from the outer region (from R to ∞), where the
zero-range approximation suffices due to the diminishing in-
fluence of Vbx. In the outer region, the integration is performed
using the complex contour techniques of Vincent and Fortune,
capitalizing on the asymptotic simplicity of the zero-range
source term. The detailed partial wave decomposition of the
source term can be found in Ref. [37], and the partial wave de-
composition of the zero-range source and the implementation
of the Vincent-Fortune method can be found in the Appendix.

This hybrid approach offers clear advantages. The use
of the finite-range DWBA source term up to R ensures
accuracy in the inner region, where nuclear interactions
shape the x + A dynamics at short distances. Meanwhile,
the zero-range source term enables efficient complex contour
integration in the outer region, where long-range scattering
dominates, avoiding the divergence issues of unbounded real-
axis integrals. By integrating the parameter-free framework
of the Vincent-Fortune method with a practical handling of
finite-range effects, this new approach provides a robust and
physically sound solution to the convergence challenges in
Eq. (2). It ensures numerical stability without relying on ad
hoc parameters like damping factors or bin sizes, ultimately
enabling more precise calculations of breakup cross sections,
such as those for elastic and nonelastic processes. This method
thus represents a significant step forward in modeling three-
body nuclear reactions with greater accuracy and reliability.
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FIG. 1. Radial parts of the bin state wave function at a proton
energy of 14 MeV in the laboratory frame, calculated with differ-
ent bin sizes: (a) �k = 0.08 fm−1, (b) �k = 0.06 fm−1, (c) �k =
0.04 fm−1, and (d) �k = 0.02 fm−1.

IV. NUMERICAL RESULTS

In this section, I present calculations for reactions induced
by deuteron and 6Li projectiles and compare the calculated
NEB cross section with the post-form IAV model using the
bin method and the Vincent-Fortune method. In all cases, I
ignore the spin of the particles to simplify the calculations.

A. Application to (d, pX )

As a first example, I consider the reaction 62Ni(d , pX )
at an incident deuteron energy Ed = 25.5 MeV, which was
previously analyzed in Ref. [27].

In the calculations, the deuteron ground-state wave func-
tion was generated using a simple Gaussian potential, as
described in Ref. [17]. The deuteron distorted waves were
computed with an optical potential sourced from Ref. [38].
For the proton-target and neutron-target interactions, I em-
ployed the global parametrization of Koning and Delaroche
from Ref. [39].

As outlined in the previous section, evaluating the post-
form formulas requires specialized techniques. Here, I first
discuss the bin method, which involves averaging the dis-
torted waves χ

(−)
b (kb, rb) over small momentum intervals

(bins). This averaging renders the resulting functions square
integrable, making the source term in Eq. (6) short ranged.
Before presenting the NEB results from the post-form IAV
model, I examine the radial part of the bin state wave function
at a proton energy of 14 MeV in the laboratory frame, as
shown in Fig. 1. The figure displays the radial components
for partial waves with 0 � λb � 25, calculated using bin sizes
of �k = 0.08, 0.06, 0.04, and 0.02 fm−1, labeled as (a), (b),
(c), and (d), respectively.

The figure reveals that as the bin size (�k) increases, the
bin state wave function becomes more spatially compressed,
localizing within a smaller region. For example, at �k =
0.08 fm−1, individual wave packets are distinguishable, with

FIG. 2. Differential cross section energy distribution of the par-
tial wave components of the NEB for the reaction 62Ni(d , pX )
at Ed = 25.5 MeV, with the outgoing proton energy at 14 MeV.
(a) Fixed �k = 0.08 fm−1 with varying Rmax values, where Rmax is
the maximum radial distance in the numerical calculations. (b) Re-
sults with different �k values, each with Rmax set at the nodes of the
outgoing proton wave functions. See text for details.

the amplitudes of subsequent packets decreasing gradually un-
til a square-integrable wave function emerges. This behavior
aligns with the uncertainty principle: a larger �k corresponds
to a smaller uncertainty in position, �r. Conversely, at �k =
0.02 fm−1, the wave packet exhibits significant spatial broad-
ening, resulting in a larger spread in position space.

In principle, achieving fully converged results with the
bin method requires setting the maximum integration range,
Rmax, to a value where the radial part of the bin state wave
function effectively vanishes. However, this ideal scenario
presents significant numerical challenges. For instance, as
shown in Fig. 1, even with the largest bin size considered
(�k = 0.08 fm−1), an Rmax of 300 fm is insufficient to ensure
the wave function fully diminishes.

To investigate this further, I analyze the differential cross
section energy distribution for the partial wave components
of the NEB in the reaction 62Ni(d , pX ) at Ed = 25.5 MeV,
with the outgoing proton energy fixed at 14 MeV in the
center-of-mass frame. These results are presented in Fig. 2(a),
where calculations are performed with a fixed bin size of
�k = 0.08 fm−1 and varying Rmax values: 80 fm (solid line),
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FIG. 3. Differential cross section energy distribution of the NEB
for the reaction 62Ni(d , pX ) at Ed = 25.5 MeV as a function of
the outgoing proton energy. Results are obtained using different
�k values, with Rmax set at the nodes of the outgoing proton wave
functions for each �k. See text for details.

100 fm (dotted line), 120 fm (dashed line), and 155 fm
(dash-dotted line). For the partial wave λa = 10, significant
discrepancies appear across these Rmax values, indicating that
simply increasing Rmax does not guarantee convergence.

In practice, the bin method often sets Rmax at the nodes of
the bin state wave function to confine it within a wave packet.
For �k = 0.08 fm−1, these nodes occur at approximately 80,
155, and 235 fm, and beyond. However, the results show a
marked difference between Rmax = 80 and 155 fm, highlight-
ing numerical instability in the bin method. This suggests
that relying solely on node-based Rmax selections does not
consistently yield stable, converged results.

Figure 2(b) presents results for different �k values, with
Rmax set to the first node of the outgoing proton wave func-
tion for each case: �k = 0.08 fm−1 with Rmax = 80 fm (solid
line), �k = 0.06 fm−1 with Rmax = 105 fm (dotted line),
�k = 0.04 fm−1 with Rmax = 155 fm (dashed line), and �k =
0.02 fm−1 with Rmax = 310 fm (dash-dotted line). Noticeable
differences are evident among the results for �k = 0.08, 0.06,
and 0.04 fm−1. Although larger �k values compress the wave
function into a smaller spatial region, these bin sizes appear
too coarse to accurately capture the features of the origi-
nal scattering wave function. However, the results for �k =
0.04 and 0.02 fm−1 show negligible differences, suggesting
convergence, consistent with findings in prior studies (e.g.,
Refs. [11,26,27,29,34,35]).

Next, I present the differential cross section energy dis-
tribution of the NEB as a function of the outgoing proton
energy in the center-of-mass frame, shown in Fig. 3. The
results correspond to �k = 0.08 fm−1 with Rmax = 80 fm
(solid line), �k = 0.06 fm−1 with Rmax = 105 fm (dotted
line), �k = 0.04 fm−1 with Rmax = 155 fm (dashed line), and
�k = 0.02 fm−1 with Rmax = 310 fm (dash-dotted line). A
vertical line marks the threshold where the relative energy
between the neutron and 62Ni is zero. The differences be-
tween these calculations are more pronounced than those in

1×10−5

FIG. 4. Absolute value of the difference of the  function [see
Eq. (A16)], computed using finite-range and zero-range DWBA for
the reaction 62Ni(d , pX ) at Ed = 25.5 MeV, with an outgoing proton
energy of 14 MeV in the center-of-mass frame, for partial waves with
lx = 0, 0 � λa � 25, and 0 � λb � 25.

Fig. 2(b). This arises because the positions of the first nodes
of the scattering wave function in coordinate space shift as
the outgoing proton energy changes. While the calculations
in Fig. 3 use a fixed Rmax for simplicity, this approach proves
inadequate for certain �k values in this context.

The choice of Rmax in the bin method remains ambiguous
and even large values like 300 fm fail to ensure wave function
decay. Convergence, observed only at Rmax = 155 and 310 fm
for smaller �k, highlights the practical need for very large
Rmax values, posing computational challenges and underscor-
ing the method’s sensitivity to this parameter.

I now discuss the Vincent-Fortune method, which inte-
grates finite-range and zero-range treatments of the source
term function. The key assumption is that beyond a specific
radial distance R, the finite-range and zero-range approxima-
tions produce equivalent results. For the present calculations,
I adopt R = 80 fm. The source term function in the partial
wave basis can be expressed as a product of radial and an-
gular components. The angular components remain identical
for both zero-range and finite-range treatments, whereas the
radial components differ. I denote the radial part of the source
term function by  [for the zero-range approximation, see
Eq. (A16) for details]. To evaluate the validity of the zero-
range approximation, Fig. 4 illustrates the absolute difference
between the  function computed using the exact finite-range
and zero-range approximations for partial waves with lx =
0, 0 � λa � 25, and 0 � λb � 25. The difference decreases
exponentially with increasing radial distance, confirming the
suitability of the zero-range approximation in Eq. (8).

One should also note that, for most zero-range calculations,
a finite-range correction factor is typically defined, such as
the one discussed in the Appendix of Ref. [25]. However,
this correction factor only plays an important role within the
nuclear interaction region. At large distances, it contributes
only a constant factor. As shown in Fig. 4, without this factor,
the difference between the zero-range and finite-range ap-
proximations decreases exponentially, confirming the validity
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FIG. 5. Integrand function, fixed at x = R on the complex plane,
varying along the y axis for the reaction 62Ni(d , pX ) at Ed = 25.5
MeV, with an outgoing proton energy of 14 MeV, for partial waves
with lx = λa = λb = 0. See text for details.

of the zero-range approximation at large distances. For this
reason, I did not include the finite-range correction factor in
the current calculations.

To assess the numerical stability of the Vincent-Fortune
method, I plot the integrand functions from Eq. (A27) in
Fig. 5 for the same reaction, using partial waves with lx =
λa = λb = 0. The figure comprises two panels. In the up-
per panel, the solid line represents U1 = |H (+)

lx
(kxz)H (−)

λb

(kbcz)H (+)
λa

(kaz)|, and the dotted line shows U2 = |H (+)
lx

(kxz)H (+)
λb

(kbcz)H (+)
λa

(kaz)|. In the lower panel, the dashed line

depicts L1 = |H (+)
lx

(kxz)H (−)
λb

(kbcz)H (−)
λa

(kaz)|, and the dash-

dotted line represents L2 = |H (+)
lx

(kxz)H (+)
λb

(kbcz)H (−)
λa

(kaz)|.
All four components (U1, U2, L1, and L2) are smooth func-
tions. Three of them (U1, U2, and L1) are short ranged, with
significant contributions only up to approximately 7 fm. In
contrast, L2 is long ranged, extending along the y direction to
about 70 fm. This behavior stems from the exponential growth
of H (+)

lx
(kxz) and H (+)

λb
(kbcz) in the lower panel, partially offset

by the faster exponential decay of H (−)
λa

(kaz). However, this
decay does not fully compensate for the growth, slowing the
convergence of L2 and allowing it to extend over a larger
distance.

Finally, I compare the results from the bin method and the
Vincent-Fortune method for the same reaction in Fig. 6. The
solid line represents the bin method with �k = 0.02 fm−1,
while the dashed line corresponds to the Vincent-Fortune
method. The two sets of results show reasonable agree-
ment. However, unlike the bin method, which depends on
parameters like �k and Rmax, the Vincent-Fortune method is
parameter independent and exhibits better numerical stability
and convergence.

B. Application to (6Li, αX )

As a second example, I examine the reaction 209Bi(6Li,
αX ), which was previously analyzed in Ref. [26] using the

FIG. 6. Differential cross section energy distribution of the NEB
for the reaction 62Ni(d , pX ) at Ed = 25.5 MeV as a function of the
outgoing proton energy. Results are obtained using the bin method
and the Vincet-Fortune method.

post-form IAV model with the bin method. Those calculations
successfully reproduced the experimental angular distribution
of α particles across a wide range of incident energies, both
above and below the Coulomb barrier. To assess the numerical
stability of the bin method and compare its results with those
obtained using the Vincent-Fortune approach, I consider an in-
cident energy of E = 50 MeV. For the calculations presented
here, I adopt the potentials used in Ref. [26].

I first compare the differential cross-section energy dis-
tributions computed using the bin method with varying �k
values, as shown in Fig. 7(a), for the reaction 209Bi(6Li, αX )
at Elab = 50 MeV. The solid, dotted, dashed, and dash-dotted
lines represent results with �k = 0.08 fm−1 and Rmax = 80
fm, �k = 0.06 fm−1 and Rmax = 110 fm, �k = 0.04 fm−1

and Rmax = 155 fm, and �k = 0.02 fm−1 and Rmax = 310 fm,
respectively. Unlike the deuteron case, a clear trend toward
convergence emerges as �k decreases, suggesting that the
bin method is numerically unreliable. In Fig. 7(b), I present
a comparison for the same reaction using the Vincent-Fortune
method. The solid and dashed lines correspond to results from
the bin method with �k = 0.02 fm−1 and Rmax = 310 fm and
the Vincent-Fortune method, respectively. In contrast to the
bin method, the Vincent-Fortune method exhibits significantly
greater numerical stability.

V. DISCUSSION

As discussed above, the bin method, which averages dis-
torted waves over momentum bins, is simple, flexible, and
straightforward to implement by replacing the standard scat-
tering wave function with a bin-state wave function. However,
it is numerically unstable, exhibiting sensitivity to parame-
ters such as Rmax (the maximum radial cutoff) and �k (the
momentum bin size). This sensitivity leads to inconsistent
results and poor convergence unless impractically small bin
sizes and large radial ranges are employed. In contrast, the
Vincent-Fortune method, which combines finite- and zero-
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FIG. 7. Differential cross section energy distribution of the NEB
for the reaction 209Bi(6Li, αX ) at Elab = 50 MeV as a function of the
outgoing proton energy. Results are obtained using the bin method
and the Vincent-Fortune method.

range treatments, ensures rapid convergence and robustness
without relying on arbitrary parameters. However, it assumes
that the source term remains consistent beyond a radial dis-
tance R, an assumption that may not hold universally and
is strictly valid only for s-wave bound-state projectiles. Ad-
ditionally, its reliance on complex-plane integration can be
computationally intensive. In practice, however, calculations
using the prior-form IAV model can readily achieve conver-
gence without numerical difficulties.

Challenges arise when extending scattering models be-
yond the DWBA, such as when incorporating CDCC
wave functions into the IAV model, as explored in
Refs. [11,34,35]. In such cases, ensuring convergence within
the post-form formalism becomes critical for accurate
predictions.

The CDCC wave function is typically expressed as a sum
over discrete channels:

�CDCC(+)(rbx, ra) =
∑

i

χi(rbx )φi(ra), (9)

where rbx denotes the relative coordinate between the pro-
jectile’s constituents (e.g., a core and valence particle), ra is
the coordinate between the projectile’s center of mass and the
target, χi(rbx ) describes the relative motion of the projectile-

target system in channel i, and φi(ra) represents the internal
state of the projectile. For the ground state (i = 0), the term
χ0(rbx )φ0(ra) corresponds to the DWBA, where χ0 describes
elastic scattering between the projectile and the target.

At large separations (ra → ∞), where the projectile and
target are well separated, the three-body boundary condition
governs the system’s behavior. Under this condition, the wave
function should describe elastic scattering, with the projectile
remaining in its ground state (i = 0). Consequently, contri-
butions from excited or continuum states (i > 0) diminish,
and the CDCC wave function simplifies to predominantly the
ground-state component.

Separately, the zero-range approximation can be applied
to CDCC wave functions for two key reasons. First, reaction
systems requiring CDCC typically involve weakly bound pro-
jectiles with s-wave ground states, which supports the use of a
zero-range source term due to the simplicity of the ground-
state wave function. Second, at large ra, the CDCC wave
function approaches the elastic scattering form

�CDCC(+)(ra)
ra→∞−−−→ χ0(ra). (10)

Additionally, the relative coordinate rbx is effectively trun-
cated because the interaction Vbx (between the projectile’s
constituents) is short ranged. As a result, the source term com-
puted using the CDCC wave function converges toward the
zero-range approximation at large distances. Mathematically,
this implies

ρCDCC = ρDWBA ≈ ρzero. (11)

Future work should focus on testing the Vincent-Fortune
method in complex systems (e.g., exotic nuclei or higher-
energy reactions), optimizing its computational efficiency,
and integrating it with CDCC wave functions. The Vincent-
Fortune method represents a reliable, parameter-independent
improvement over the bin method, offering significant poten-
tial for precision studies of breakup reactions when combined
with CDCC wave functions.

VI. SUMMARY AND CONCLUSIONS

In this paper, I have presented a comprehensive investi-
gation of numerical convergence methods for the post-form
IAV model, focusing on the calculation of nonelastic breakup
reactions. The primary challenge addressed is the numerical
instability inherent in the post-form representation, which
lacks a natural cutoff in the integration of the transition ma-
trix. Two main approaches were compared: the bin method
and the Vincent-Fortune method, along with a novel hybrid
approach that combines the finite-range DWBA with the
Vincent-Fortune technique.

The bin method, which averages distorted waves over
momentum bins to render them square integrable, offers a
straightforward implementation but exhibits significant pa-
rameter sensitivity. As demonstrated in calculations for the
62Ni(d , pX ) reaction at Ed = 25.5 MeV, the results depend
critically on both the bin size (�k) and the maximum integra-
tion radius (Rmax). While convergence can be achieved with
sufficiently small bin sizes (around �k = 0.02 fm−1), this
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requires impractically large integration radii (over 300 fm), in-
troducing computational inefficiencies. The method’s reliance
on setting Rmax at the nodes of the bin state wave function
further complicates its application, as these nodes shift with
changing outgoing particle energies.

In contrast, the Vincent-Fortune method, which employs
complex contour integration, demonstrates superior numerical
stability without dependence on arbitrary parameters. The key
insight underlying this approach is that beyond a certain radial
distance, the finite-range and zero-range treatments of the
source term yield equivalent results, as confirmed by the ex-
ponential decrease in their difference with increasing radius.
The method divides the calculation into an inner region, where
finite-range effects are essential, and an outer region, where
zero-range approximations suffice, leveraging the asymptotic
behavior of the wave function.

The proposed hybrid approach combines the strengths of
both finite-range and zero-range descriptions, offering a ro-
bust solution to the convergence challenges in the post-form
IAV model. For the reactions studied, 62Ni(d , pX ) at Ed =
25.5 MeV and 209Bi(6Li, αX ) at E = 50 MeV, this approach
produces results consistent with the bin method at small bin
sizes, but with greater numerical stability and computational
efficiency.

Despite these advances, several challenges remain. The
Vincent-Fortune method assumes that the source term remains
consistent beyond a certain radial distance, an assumption that
may not hold universally and is strictly valid only for s-wave
bound-state projectiles. Additionally, complex-plane integra-
tion can be computationally intensive, though this is offset by
the method’s rapid convergence. For practical applications,
the prior-form IAV model often remains a viable alterna-
tive, as it naturally achieves convergence without numerical
difficulties.

Looking forward, the convergence techniques developed
here hold particular significance for extending the IAV
model beyond the DWBA framework. The integration of
the Vincent-Fortune method with CDCC wave functions, as
explored in recent work [11,34,35], represents a promis-
ing direction for future research. This is especially relevant
for systems involving weakly bound projectiles with s-wave
ground states, where the zero-range approximation can be
justified even for CDCC wave functions.

In conclusion, the hybrid approach combining finite-range
DWBA with the Vincent-Fortune method represents a signif-
icant advancement in modeling three-body nuclear reactions.
By providing a parameter-independent, physically motivated
solution to the convergence challenges in the post-form IAV
model, this method enhances the precision and reliability of
breakup cross-section calculations, with broad implications
for nuclear reaction studies.
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APPENDIX: PARTIAL WAVE ANALYSIS
OF THE ZERO-RANGE SOURCE TERM

AND VINCENT-FORTUNE METHOD

Instead of employing a three-dimensional Jacobi basis, the
wave function can be expanded into partial wave eigenstates,
which depend on the radial magnitude and angular momentum
eigenstates. The orbital angular momenta of the three particles
are coupled to a total angular momentum J and its third com-
ponent MJ . For the incoming channels, the state is expressed
as

|rbxraαinMJ〉 = |rbxra((la( jb jx )sbx )Ja(λa jA)JA)JMJ〉, (A1)

and for the outgoing channels, it is given by

|rxrbαoutMJ〉 = |rxrb((lx( jx jA)sxA)Jx(λb jb)Jb)JMJ〉, (A2)

where jb, jx, and jA denote the internal spins of particles b,
x, and A, respectively; sbx and sxA represent the total spins
of the b-x and x-A subsystems in the incoming and outgoing
channels, respectively; la, λa, lx, and λb are the relative orbital
angular momenta of the b-x, a-A, x-A, and b-B∗ pairs, respec-
tively; and Ja (JA) and Jx (Jb) are the total angular momenta of
the subsystem (and spectator) in the incoming and outgoing
channels, respectively.

The angular momentum basis can be normalized as fol-
lows:

〈r′
bxr′

aα
′
in|rbxraαin〉 = δ(r′

bx − rbx )

r′
bxrbx

δ(r′
a − ra)

r′
ara

δα′
in,αin , (A3)

with a similar normalization applying to the outgoing basis.
Additionally, a two-body angular momentum basis for the x-A
subsystem is defined as

|rxβMx〉 = |rx(lxsxA)JxMx〉. (A4)

Consequently, the three-body outgoing state can be decou-
pled into a product of subsystem states:

|rxrbαoutMJ〉 =
∑
MxMb

〈JxMxJbMb|JMJ〉|rxβMx〉|rbJbMb〉,

(A5)

and similarly, the incoming state can be written as

|rbxraαinMJ〉 =
∑

MaMA

〈JaMaJAMA|JMJ〉|rbxJaMa〉|raJAMA〉,

(A6)

where Mx, Mb, Ma, and MA are the third components of Jx, Jb,
Ja, and JA, respectively.
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The source term in the IAV model, within the zero-range approximation in the partial-wave basis, can be expressed as

〈rxβMxmjb |ρMamjA〉 = 〈rxβMxmjbχ
(−)
b |Vbx|χ (+)

a φaMamjA〉

=
∑

αout,αin

∑
MJ

∑
Mb

∑
MA

∫
r2

br2
ar2

bx dra drb drbx 〈JxMxJbMb|JMJ〉〈JaMaJAMA|JMJ〉δβ,αout

× 〈χ (−)
b mjb |rbJbMb〉

∫
Gout←in

αin,αout
(rbx, rx )Vbx(rbx )〈raJAMA|χ (+)

a mjA〉〈rbxJaMa|φaMa〉

× δ[rb − f (rbx, rx )]

r2
b

δ[ra − g(rbx, rx )]

r2
a

d�rbx d�rx , (A7)

where

〈χ (−)
b mjb |rbJbMb〉 = 4π

kbrb
i−λbeiσλb fλb (kbrb)

∑
mλb

〈λbmλb jbmjb |JbMb〉Y mλb
λb

(k̂b), (A8)

〈raJAMA|χ (+)
a mjA〉 = 4π

kara
iλa eiσλa fλa (kara)

∑
mλa

〈λamλa jAmjA |JAMA〉Y mλa ∗
λa

(k̂a), (A9)

〈rbxJaMa|φaMa〉 = ula (rbx )

rbx
, (A10)

and

Gout←in
αin,αout

(rbx, rx ) =
∑
LS

(2S + 1)
√

(2Ja + 1)(2JA + 1)(2Jx + 1)(2Jb + 1)

⎧⎨
⎩

lx sxA Jx

λb jb Jb

L S J

⎫⎬
⎭

⎧⎨
⎩

la sbx Ja

λa jA JA

L S J

⎫⎬
⎭

× (−)sbx+2 jA+ jx+ jb
√

(2sxA + 1)(2sbx + 1)

{
jA jx sxA

jb S sbx

} L∑
M=−L

∑
m′

lx
m′

λb

∑
m′

la
m′

λa

× 〈
lxm′

lx λbm′
λb

∣∣LM
〉〈

lam′
laλam′

λa

∣∣LM
〉
Y

m′
lx

∗
lx

(r̂x )Y
m′

λb
∗

λb
( f̂ )Y

m′
la

la
(r̂bx )Y

m′
λa

λa
(ĝ). (A11)

Here, I assume r̂bx is aligned with the z direction, so
∫

d�rbx = 4π . In the zero-range approximation, I set r̂x = r̂a = r̂b,
rb = crx, and ra = rx, where c is the mass ratio of A to B∗. Also, I use the known relations

Y
m′

la
la

(r̂bx ) =
(

2la + 1

4π

)1/2

δm′
la

,0, (A12)

Y m∗
l (θ, ϕ) = (−)mYl,−m(θ, ϕ), (A13)∫

Y
m′

lx
∗

lx
(r̂x )Y

m′
λb

∗
λb

(r̂x )Y
m′

λa
λa

(r̂x ) d�rx = (−)lx+λb−λa

[
(2lx + 1)(2λb + 1)

4π (2λa + 1)

]1/2

〈lx0λb0|λa0〉〈lxm′
lx λbm′

λb

∣∣λam′
λa

〉
. (A14)

Thus, the source term can be rewritten as

〈rxβMxmjb |ρMamjA〉 = 16π2

kakb

∑
αout,αin

∑
MJ

∑
MA

∑
Mb

∑
mλb

∑
mλa

δβ,αout〈JxMxJbMb|JMJ〉〈JaMaJAMA|JMJ〉

× 〈λbmλb jbmjb |JbMb〉〈λamλa jAmjA |JAMA〉Y mλa ∗
λa

(k̂a)Y
mλb
λb

(k̂b)(rx, αin, αout), (A15)

where

(rx, αin, αout) = iλa−λbei(σλa +σλb ) fλb (kbcrx )

crx

fλa (karx )

rx
Gαin,αout D0, (A16)

with

D0 = (4π )1/2
∫

r2
bxVbx(rbx )〈rbxJaMa|φaMa〉 drbx, (A17)
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Gαin,αout =
[

(2lx + 1)(2λb + 1)(2la + 1)(2Ja + 1)(2JA + 1)(2Jx + 1)(2Jb + 1)

4π (2λa + 1)

]1/2

(−1)lx+λb−λa〈lx0λb0|λa0〉

×
∑
LS

(2S + 1)

⎧⎨
⎩

lx sxA Jx

λb jb Jb

L S J

⎫⎬
⎭

⎧⎨
⎩

la sbx Ja

λa jA JA

L S J

⎫⎬
⎭

× (−)sbx+2 jA+ jx+ jb
√

(2sxA + 1)(2sbx + 1)

{
jA jx sxA

jb S sbx

} ∑
m′

λa

〈la0λam′
λa

|Lm′
λa

〉δλa,L. (A18)

It should be noted that in the zero-range approximation, the condition δλa,L is required. Thus, only the la = 0 zero-range case
provides a good approximation to the finite-range results. For cases where la �= 0, the zero-range source term yields zero, even
when the finite-range source term is significant.

Then, the ϕx function in the partial wave basis with the zero-range approximation becomes

〈rxβMxmjb |ϕx(kb)MamjA〉 =
∑

αout,αin

∑
MJ

∑
MA

∑
Mb

∑
mλb

∑
mλa

δβ,αout〈JxMxJbMb|JMJ〉〈JaMaJAMA|JMJ〉

× 〈λbmλb jbmjb |JbMb〉〈λamλa jAmjA |JAMA〉Y mλa ∗
λa

(k̂a)Y
mλb
λb

(k̂b)R(rx, αin, αout ), (A19)

where

R(rx, αin, αout) = − 32π2μx

h̄2kakbkx

1

crx
iλa−λbei(σλa +σλb )Gαin,αout D0�(rx ), (A20)

with

�(rx ) =
∫ fβ (r′

x <)h(+)
β (r′

x >)

r′
x

fλb (kbcr′
x ) fλa (kar′

x ) dr′
x. (A21)

In the Vincent-Fortune method, under the zero-range approximation, I only consider the external part. For a given rx,

�(rx ) = �int(rx ) + �ext(rx ). (A22)

In the current approach, I use the finite-range method to compute �int and the zero-range method to compute �ext. For the
asymptotic behavior, one has

fλb (kbcrx ) = i

2

[
H (−)

λb
(kbcrx ) − SλbH

(+)
λb

(kbcrx )
]
, (A23)

fλa (karx ) = i

2

[
H (−)

λa
(karx ) − Sλa H (+)

λa
(karx )

]
, (A24)

�ext(rx ) = −1

4

∫ ∞

R

dr′
x

r′
x

fβ (rx )
[
H (+)

lx
(kxr′

x )H (−)
λb

(kbcr′
x )H (−)

λa
(kar′

x ) − SλbH
(+)
lx

(kxr′
x )H (+)

λb
(kbcr′

x )H (−)
λa

(kar′
x )

−Sλa H (+)
lx

(kxr′
x )H (−)

λb
(kbcr′

x )H (+)
λa

(kar′
x ) + Sλa SλbH

(+)
lx

(kxr′
x )H (+)

λb
(kbcr′

x )H (+)
λa

(kar′
x )

]
. (A25)

I treat the above equation in the complex plane to overcome the divergence of the integration on the real axis. For example, I
consider the first product term:

H (+)
lx

(kxz)H (−)
λb

(kbcz)H (−)
λa

(kaz)
z→∞−−−→ eikxze−ikbcze−ikaz = ei(kx−ckb−ka )(x+iy) = ei(kx−ckb−ka )xe−(kx−ckb−ka )y. (A26)

Now, if −(kx − ckb − ka) > 0, the second exponential will diverge unless y takes a negative value. Thus, in the complex
analysis, one should evaluate this term in the lower half of the complex plane.

Proceeding in a similar manner with the other terms, one has two groups of product terms, L(z) and U (z), where one is
analytic in the lower half and the other in the upper half of the complex plane:

L(z) = 1

z

[
H (+)

lx
(kxz)H (−)

λb
(kbcz)H (−)

λa
(kaz) − SλbH

(+)
lx

(kxz)H (+)
λb

(kbcz)H (−)
λa

(kaz)
]
,

U (z) = 1

z

[ − Sλa H (+)
lx

(kxz)H (−)
λb

(kbcz)H (+)
λa

(kaz) + Sλa SλbH
(+)
lx

(kxz)H (+)
λb

(kbcz)H (+)
λa

(kaz)
]
. (A27)
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Moreover, as |z| → ∞, L(z) → 0 and U (z) → 0. I can define three integration paths: C1 is the real axis, C2 is in the upper
plane, and C3 is in the lower plane:

�ext(rx ) = − fβ (rx )

4

∫
C1

dz L(z) − fβ (rx )

4

∫
C1

dz U (z)

= − fβ (rx )

4

∫
C2

dz U (z) − fβ (rx )

4

∫
C′

2

dz U (z) − fβ (rx )

4

∫
C3

dz L(z) − fβ (rx )

4

∫
C′

3

dz L(z)

= − fβ (rx )

4

∫
C2

dz U (z) − fβ (rx )

4

∫
C3

dz L(z). (A28)

Here, I used the fact that, if the radius of the semicircle is taken to be large, then
∫

C′
2

dz U (z) = 0 and
∫

C′
3

dz L(z) = 0.
Now,

C2 := R + iy, 0 � y < ∞,

C3 := R − iy, 0 � y < ∞. (A29)

Therefore, one has

�ext(rx ) = − fβ (rx )

4

[
i
∫ ∞

0
U (R + iy) dy − i

∫ ∞

0
L(R − iy) dy

]
, (A30)

with U (Rmax + iy) → 0 and L(Rmax − iy) → 0 as y → ∞.
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